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 

Abstract- The usage of diagnostic imaging and electronic 

medical records has expanded substantially in recent years, 

coinciding with machine learning algorithms' remarkable 

effectiveness at image identification tasks. This overview 

highlights the clinical elements of the subject and presents 

machine learning techniques as they relate to medical image 

processing, with a particular focus on convolutional neural 

networks. Machine learning has the benefit of allowing algorithm 

discovery of significant hierarchical links within the data, doing 

away with the necessity for labor intensive human feature 

construction in the era of medical big data. We address important 

directions in and research as well as applications. Finally, we 

address research challenges, new trends and potential avenues for 

future. 
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I. INTRODUCTION 

Machine learning algorithms provide great promise for 

profoundly impacting every aspect of medicine, ranging from 

medication discovery to clinical judgment, thereby 

profoundly changing the way medicine is now performed 

Accompanying the increasing digitization of medical data is 

the machine learning algorithms' recent success on computer 

vision tasks. Within the United States, the percentage of 

office-based physicians adopting electronic health records 

(EHR) increased fourfold, soaring from 11.8% to 39.6% 

between the years 2007 and 2012.A patient's electronic 

health record (EHR) includes medical images, which are 

currently examined by human radiologists, who have 

limitations related to experience, weariness, and speed. A 

qualified radiologist must complete years of training at 

significant financial expense, and some health care systems 

contract out radiological reports to nations with cheaper cost 

of living. Intelligence systems hold the potential to improve 

patient outcomes and increase survival rates. Furthermore, 

they provide a valuable platform for studying the dynamics of 

human-AI interaction. This facilitates researchers in 

understanding patients' receptiveness to involving 

non-human entities in decision making processes that impact 

their health. 

II. RELATED WORK 

 

G. Litjens et al.  (JUN. 2017). ``A Survey on Deep Learning  

in Medical Image Analysis.'' 

 
 

 

The paper by G. Litjens et al. (2017) reviews how deep 

learning, especially convolutional neural networks (CNNs), is 

used to analyze medical images. They cover over 300 studies, 

most from the past year, and discuss how deep learning is 

applied to tasks like image classification, object detection, 

and segmentation. 

 

Initially, from the 1970s to the 1990s, medical image analysis 

used basic techniques like edge detection and mathematical 

modeling, which were similar to rule-based artificial 

intelligence systems. In the late 1990s, more sophisticated 

supervised methods became popular. These methods used 

training data to teach computers how to recognize patterns 

and make decisions. 

 

Deep learning represents a significant advancement because it 

allows computers to learn and extract features from data on 

their own. CNNs, a type of deep learning model, have become 

very successful for image analysis. Although CNNs have been 

around since the 1980s, they gained popularity after the 

success of AlexNet in 2012. 

 

This review provides an overview of how deep learning is 

used in various medical fields, such as neurology, 

ophthalmology, and cardiology. It also discusses the 

challenges and future directions for deep learning in medical 

imaging. The paper aims to show the widespread use of deep 

learning in medical image analysis, highlight key 

contributions, and identify challenges for its successful 

application. 

III. PROPOSED METHOD 

The capacity of CNNs to preserve spatial relationships—a 

critical skill in radiology for discriminating between normal 

and malignant tissues or for defining structures like bone 

muscle edges—has made them the de factor machine learning 

method of choice for medical image processing. 

Convolutional, RELU, and pooling layers are used in these 

networks to analyses raw pixel input before Fully Connected 

Layers are used for categorization. Interestingly Fangzhou 

used a 3-D CNN inspired by UNet architecture to get a 

logarithmic loss score of 0.399 in the Kaggle Data Science 
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lung nodule identification and subsequent cancer 

probability classification. Similar to this, Shin et al. 

assessed CNN architectures for the purpose of identifying 

thoracoabdominal lymph nodes. Using GoogLeNet, they 

were able to get an AUC score of 0.95, demonstrating the 

effectiveness of deep learning and transfer learning in the 

interpretation of medical images. 

 

Fig 1: System Architecture 

IV. IMPLEMENTATION 

The 1970s symbolic AI paradigm paved the way for the 

creation of rule-based expert systems. The MYCIN system, 

developed by Shortliffe, was one of the first medical 

implementations. It recommended various antibiotic therapy 

regimens for patients and finally to methods of guided 

learning. While there is research being done on unsupervised 

machine learning techniques, most algorithms from 2015 to 

2017 in the published literature used supervised techniques, 

specifically Convolutional Neural Networks (CNN). Large 

labelled data sets are now readily available, and advances in 

Graphical Processing Unit (GPU) hardware have further 

improved CNN performance, making them widely used in 

medical image analysis. Pitts and McCulloch. 

The perceptron, which Rosenblatt proposed in 1958, was the 

evolution of the first artificial neuron, which was initially 

reported in 1943. ANN, or deep neural networks, are 

composed of multiple layers of interconnected perceptrons 

that connect inputs and outputs. Interestingly, this is the way 

that the visual cortices of mammals and humans are thought 

to handle visual perception and object recognition. Although 

Lecun et al. formalised CNNs and used Rumelhartetal's error 

backpropagation technique, CNNs may have originated from 

Fukushima's 1982 Neocognitron concept, which successfully 

performed automated handwritten digit recognition. After 

Krizhevsky et al. used a CNN with a 15% error rate to win the 

2012 Imagenet LargeScale Visual Recognition Challenge, 

CNNs became more widely used in image recognition... With 

a 26% mistake rate, the runner-up had nearly twice as many. 

Important ideas, including as data augmentation, dropout, 

and the usage of Rectifled Linear Unit functions in CNNs, 

were first presented by Krizhevsky et al. Since then, CNNs 

have been the design most frequently used in ILSVRC 

competitions; in 2015, they even outperformed humans in 

image recognition.. CNN architecture and applications have 

been the subject of a sharp rise in research publications, 

which has led to CNNs becoming the most often used 

architecture in medical image processing. 

IV. RESULTS 

 

Fig.1: The image is being analyzed and trained 

This image appears to be the initial output from a machine 

learning experiment using Convolutional Neural Networks 

(CNNs) to predict brain strokes. 

 

   Fig.2: For the given input image, the output is 

generated 

This picture probably shows how a classification experiment 

was conducted on anomalies in the brain. Potentially used to 

analyze brain images and identify these abnormalities, it 

makes use of Convolutional Neural Networks (CNNs), a 

potent deep learning approach. 
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V. CONCLUSION 

One of the biggest obstacles to training and task performance 

in machine learning is the lack of labelled datasets. But as 

research by Sun et al. has shown, performance can be 

significantly enhanced by using larger datasets, such as the 

300 million photos in the internal Google dataset. A number 

of strategies, such as using smaller filters on deeper layers, 

creating unique CNN architectures, and optimi ing 

hyperparameters, have been investigated in computer vision 

tasks to address data limitations. The dearth of publicly 

available high quality labelled datasets makes the data 

shortage in medical image analysis even more severe. Even 

with small training datasets, research in this area has 

demonstrated reasonably satisfactory results. With as low as 

200 training photos, Cho et al. were able to achieve 

significant accuracies in classifying axial CT images into 

body regions, partially addressing the issue of dataset size. 

Unlike the vast spectrum of real photos, the intrinsic visual 

uniformity across different patients makes it feasible to 

achieve classification with limited datasets. 

By combining medical data, generative models such as VAEs 

and GANs present a viable remedy for the data shortage 

issue. Building on previous work by Costa et al., Guibas and 

Virdi effectively generated retinal fundus images using a 

2-stage GAN. Likewise, a number of researchers have used 

GANs for brain MRI segmentation. Another major problem 

in medical picture analysis is data imbalance, especially in 

rare disease instances. Techniques for augmenting data can 

help alleviate this problem, however overfitting is a 

possibility. To handle data imbalance, other approaches have 

included cost-sensitive learning and algorithmic tweaks. 

Non-technical issues, such as public opinion and moral 

concerns about AI driven medical decision-making, exist in 

addition to technical difficulties. Even though machine 

learning algorithms have proven to be more effective at 

picture recognition tasks and are probably going to do well in 

medical image analysis, misdiagnosis or patient injury raise 

ethical and legal concerns. These problems are made more 

difficult by the opacity of machine learning algorithms, but as 

AI technologies advance, so too will our comprehension and 

acceptance of their place in healthcare. 
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